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RADIATION THEORY 9 

Here c 1 is the first radiation constant and c2 is the second radiation constant. 
They are given by9 (values of the physical constants are from the same reference): 

(1.7) 

c2 = hc!k = 1.438769 [em K] , (1.8) 

where c is the speed of light in vacuo, h is Planck's constant, k is Boltzmann's 
constant, and Tis the temperature in kelvins. The radiance of a blackbody is 
numerically 11-rr times the radiant exitance. Thus, one can write 

(1.9) 

1.2.2 Conversion to Photons 

These same equations can be written in terms of photons. In this case, for 
monochromatic light, the equation in terms of photons is the equation in terms 
of energy divided by the energy of a photon, which is he/A.: 

(1.10) 

(1.11) 

1.2.3 Spectral Scale Conversions 

Sometimes it is useful or necessary to write the equation in terms of spectral 
variables other than wavelength. The conversion is carried out by the following 
relationship, where R is any radiometric variable and x and y are any two 
spectral variables: 

R_v dy = Rx dx , (1.12) 

(1.13) 

An example will illustrate. To convert from spectral radiant exitance in wave­
length to wave number i', we perform the following calculation: 

\1.14) 

Lv, \1.15) 

11 
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~~~~ 1 A2 =-=2= ' v 
(1.16) 

Mv = 
C1A2 

Cfv
3 

A 5(ex - 1) (ex- 1) (1.17) 

1.2.4 Conversions to Other Geometries 

The several forms of the blackbody relationship are radiant exitance, radiance, 
and energy density. To convert from radiance to radiant exitance for an iso­
tropic radiator, such as a blackbody, multiply the radiance by TI [sr]. To convert 
from energy density to radiant exitance in r_·acuo, multiply the energy density 
by c/4. The same relations hold true for photon and visible quantities. These 
are geometric relationships, fiuometries. They also hold true, of course, no 
matter what the spectral scale. Thus, the general relationships can be written 

M = r.L , (1.18) 

M = cu/4 . (1.19) 

1.2.5 Universal Curves end Equations 

Each of. the different spectral distributions has a different equation. Each 
different temperature has a different curve. It is often useful to bring things 
to a common ground, to obtain, as much as possible, a universal curve or 
equation. For blackbody functions, there is no such thing, but some normali­
zation can be carried out for some convenience in applications. The spectral 
curves can all be plotted in terms of either x or AT, the common variable. This 
can be seen by carrying out the spectral variable conversion from A to x, as 
follows: 

(1.20) 

A plot of the function in terms of x is a single curve. The actual value must 
be obtained by multiplying by c1 and the fourth power ofT I c2 . The peak value 
occurs at about x = 2.82 ! as shO\vn in Table 1.5 1. and the value of the function 
at that point is 1.4214. Thus, the curve can be normalized to these values. 
This is one form of a ''universal" curve. \Vith such a curve, or table of values. 
we can calculate x based on given values for A and T. Then we read the ratio 
of the value to the maximum and multiply by the maximum and the required 
constants to find the desired value. A program ~see Sec. 1.2.9) is easier. but 
this is more portable. A similar situation exists for photons. but the maximum 
occurs at x = 1.59 and has a value of 0.64 76. The constant is c1 times T'c2 to 

12 



RADIATION THEORY 11 

the third power. Two more similar functions for the cumulative energy flux 
and photon flux exist. This makes four .. universal" functions. 

Four more universal functions exist. They are plots of the analogs of the 
four above, but for the contrast functions. 

1.2.6 Contrasts 

The contrast may be defined as the change in the spectral radiance (or other 
radiometric variable) as a function of temperature. It is the temperature de­
rivative of the function. By taking the derivative directly, it may be shown 
that 

aRY 
aT (1.21) 

where R is any spectral radiometric function, radiance, radiant emittance, etc., 
andy is any spectral variable. The approximation holds for large enough values 
of x. These functions indicate the change in any spectral radiometric function 
with temperature; they are useful in the evaluation of systems that sense 
temperature differences. A closely related term is the relative contrast, which 
may be defined as 

dR, xex dT 
-- = ----- (1.22) 

Once again, R is any radiometric function, e.g., }If, L, E, I, with respect to any 
spectral variable, not necessarily A.. This relationship points out that the rel­
ative change of a radiometric variable is not linearly related to the relative 
change in temperature. Rather it is a function of the temperature and the part 
of the spectrum, inherent in the variable x. 

1.2.7 Maxima 

The maxima of the Planck functions in the spectral domain may be found by 
differentiating with respect to the spectral variable, setting the result to zero, 
and solving the equation. The well-known result for the wavelength distri­
bution is known as the Wien displacement law, and is written 

A.maxT = 2897.885 [JJ.m K] . (1.23) 

This is obtained from the solution described above by successive approxima­
tions to the solution given by 

5 (1.24) 

The result is that xis 4.96511423. Therefore the \Vien displacement law may 
be written more accurately as 

AmaxT=c:"! 4.96511423 = 2897.756 [j.LID K] . (1.25) 

13 
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Table 1.5 Maxima for Different Planck Functions 

Spectral I I Function Variable I m X max Rmax 

Photons Frequency I 2 1.593624260 4.095819x 1010 T 3 

Power Frequency I 3 2.821439372 8.989886x 1010 T 4 
i 

Photons Wavelength I 4 3.920690395 1.966597 X 1010 T 3 

Power Wavelength I 5 4.96511423 5.439185 X 1010 T 4 

Power contrast Wavelength I 6 5.96940917 2.062974X 1011 T 3 

The maxima are different for different functions. It may be shown that the 
maximum is given by the follo\\ing relationship, where m represents the power 
of the spectral variable in the equation for radiance or radiant emittance: 

(1.26) 

A similar treatment can be developed to obtain the expression for the maximum 
of the contrast functions, the temperature derivatives: 

~-IX+ m + 1! 
ex - 1 - 2 J · 

(1.27) 

The values of the maxima for the different spectral distributions are displayed 
in Table 1.5. The entry for Rmax is related to the maximum of the function. 

1.2.8 Total Integrals 

It is usually more useful to know the value of the total power emitted from a 
body, rather than its spectral extent. The well-known Stephan-Boltzmann law 
gives the total radiant exitance as 

(1.28) 

where rr is the Stephan-Boltzmann constant. It has been evaluated10 and is 
given by 

rr = (1.29) 

This expression permits the evaluation of sigma to any desired accuracy tat 
least to that of the fundamental constants). A similar expression can be ob­
tained for the total output of photons: 

2.4041( 21ik 3T 3 l 

c2h3 
1.5205 X 1015 T 3 [s- 1 m- 2 ] . 

14 
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RADIATION THEORY 13 

1.2.9 Computer Programs 

This section provides a listing of the programs that can be used for generating 
the various spectral radiometric curves, the universal curves, and the integral 
expressions. Figure 1.1 is a plot of the expression xf!l(ex - 1) as a function of 
x and therefore shows the normalized temperature contrast for different parts 
of the spectrum. This is the first BASIC program given at the end of this 
chapter. Figure 1.2 is a plot of the spectral radiant exitance [emittance] as a 
function of wavelength. It is generated by the second of the BASIC programs 
listed at the end of this chapter. They are written in QuickBasic for a VGA 
monitor. For other monirors the SCREEN instruction and limits on the VIEW 
instruction may have to be changed and some of the instructions rewritten, 
but it is fairly general. The program can be used for generating either a plot 
with the PSET instruction or a table by REMARKING the PSET instruction 
and unREMARKING the PRINT instruction. The spectral interval may be 
changed by changing the STEP value in the lambda FOR loop. The constants 
may be changed as the user desires. All the LOCATE instructions will have 
to be changed if the user desires a different set of temperatures for the program. 
Figure 1.3 is a plot of spectral radiant exitance [emittance] as a function of 
wave number. The only part of the program that is different is the settings of 
the WINDOW values and the FOR loop that calculated the values. The values 
of this spectral radiant exitance [emittance] are much smaller than those for 
the wavelength because the spectral interval is much smaller. Figure 1.4 is a 
logarithmic plot of the spectral radiant emittance [exitance] as a function of 
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Fig. 1.4 Spectral radiant exitance versus wavelength. 

the wavelength. It illustrates the fact that the curves are all the same shape 
in this scale. They merely slide along the line that represents the Wien dis­
placement law, which in this scale is a straight line. Figure 1.5 is a similar 
curve for the spectral radiant exitance [emittance] on a wave number basis. 

The next two curves are so-called universal ones. Figure 1.6 is a plot of the 
spectral radiant exitance [emittance] as a function of x, and normalized to its 
maximum value of 1.4214 at its (dimensionless) frequency of 2.8214, as given 
in Table 1.5. To obtain a value for a particular wavelength or wave number 
and temperature, calculate x; find the fractional value from this curve or table 
at that x; then multiply by 1.4214 and the appropriate version of the constant. 
such as cl(T/c2)4 for the wavelength distribution. Figure 1.7 is a similar curve 
for the photon distribution. Figures 1.8 and 1.9 are the cumulative curves for 
the energy and photon distributions, respectively. They have both been gen­
erated using the series calculation for the integral. This approximation arises 
as follows. The Planck function can be written in terms of the dimensionless 
frequency x as follows: 

(T) 4 

x
3 

Mx = C1 - x-
1

. 
c2 e - (1.31 I 

The integral may then be ~Titten as 

C I
X 3 

1 4 X ."AJo-:r = 4T -x-- d:r . 
c2 o e - 1 

\1.3:2) 
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Fig. 1.9 Normalized photon exitance versus dimensionless frequency. 

The integrand may be represented as an infinite geometric series: 

11.33) 

Then the integral may be integrated successively by parts to yield the result: 

\1.34) 

The integral in any spectral band can then be found by integrating from 0 to 
XI and from 0 to x2 and subtracting. Other forms are found the same way. Any 
integral applies for any spectral function. but they are different for energy, 
photons, energy contrast, and photon contrast. They are 

T 3 X 

aMo -:c = ~ 2: [t mxr1 + 4t m.x)3 - 121 mxl2 

aT C2 m=O 

aMqD-x 
aT 

+ 24mx + 24]e -mxm --! . 
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RADIATION THEORY 31 

about 600 nm, is assumed. In the more general case, both the value and the wavelength must be known and cited. Based on the Planck equation, the "brightness" temperature is given implicitly by 

A 5[exp(c2"}\T) - 1] · (1.63J 

Because the constants and the wavelengths are identical for the blackbody and the real body, 

exp(c!ATb) - 1 = E - 1[exp(c2"}\T) - 1] . ( 1.64) 

This can be solved explicitly for Tb, but not much is added to the understand­ing. It is 

( 1.65) 

In the region for which the exponential is much greater than one, the expres­sion simplifies to 

( 1.66) 

1.5.3 Distribution Temperature 
Distribution temperature27 is defined as the temperature of a blackbody that best matches the spectral distribution of the real body. A subcategory is the ratio temperature, which requires only that the match be made at two spectral points, for example, wavelengths. For this ratio temperature, the equality of the radiant exitances [emittances] dictates 

For the Wien approximation, the expression reduces to 

c2(A2 - A1) 

A2Al 

This may also be ·written with the reduced wavelength as 

where 

1 
_\ 

1 • 

}\., 
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( 1.68) 

n.69l 

(1. 70) 



'draw the grid lines 
FOR x = xmin TO xmax STEP 1 

LINE (x, ymin)-(x, ymax), 8 
NEXT x 
FOR y = ymin TO 1.1 * ymax STEP .001 

LINE (xmin, y)-(xmax, y), 8 
NEXT y 
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'vertical lines 
'the 8 gives gray grid lines 

'horizontal lines 
'1.1x to get top line 

'calculate the curve for different values of T and lambda FOR T = 300 TO 380 STEP 10 
FOR lambda 1 TO 25 STEP .01 

x = c2 1 lambda 1 T 'the expression for x M = c1 1 lambda A 5 1 (EXP(x) - 1) 'Planck's equation 
'PRINT lambda, M 'option for printing PSET (lambda, M), 12 'plotting the values; 

NEXT lambda 'the 12 gives a red line NEXT T 

'Calculate the Wien displacement law 
FORT= 100 TO 400 STEP .1 

lambdax = 2898.8 1 T 
x = c2 1 lambdax 1 T 
M = c1 1 lambdax A 5 1 (EXP(x) - 1) 
'PRINT lambda, M 
PSET (lambdax, M), 14 

NEXT T 

'Radiant exitance vs wavenumber 
CLS 
SCREEN 9 
VIEW (100, 60)-(600, 275) 
xmin = 0: xmax = 5000 
ymin = 0: ymax = .0001 
WINDOW (xmin, ymin)-(xmax, ymax) 

'set up constants 
c = 2.9975E+10 
h = 6.626E-34 
pi 3.14159 
c2 14399 

'the expression for x 
'Planck's equation 
'option for printing 
'plotting the values 

•set the screen for EGA 
'set an screen area 
•set extreme ordinate values 
'set extreme abscissa values 
'set appropriate calculational values 

c1 2 * pi * c * c * h 'c1 in units of Wjcm2 
'per reciprocal em 'locate titles and axis values appropriately 

LOCATE 23, 15: PRINT "Figure 3. Spectral radiant exitance vs wavenumber" LOCATE 22, 35: PRINT "Wavenumber [waves/em]" 
LOCATE 8, 1: PRINT "Spectral" 
LOCATE 9, 1: PRINT "Radiant" 
LOCATE 10, 1: PRINT "Exitance" 
LOCATE 11, 1: PRINT "[UW/cm]" 
LOCATE 20, 10: PRINT 0 
LOCATE 5, 9: PR~"T 100 
LOCATE :2, ::.:J: :?~INT 50 

LOCATE 21, 12: PRINT 0 
LOCATE 21, 23: PRINT 1000 
LOCATE 21, 35: PRINT 2000 
LOCATE 21, 48: PRINT 3000 
LOCATE 21, 61: PRINT 4000 
LOCATE 21, 73: PRINT 5000 

'draw the grid lines 
FOR x = xmin TO xmax STEP 500 

LINE (X, ymin)-(X, ymax), 8 
NEXT x 
FOR y = ymin TO 1.1 * ymax STEP .00001 

LINE (xmin, y)-(xmax, y), 8 
NEXT y 

•vertical lines 
'the 8 gives gray lines 

'horizontal lines 

'calculate ~~e c~rve for different 
FOR T = 300 TO 350 STEP 10 

values of T and nu 

FOR nu = 40 TO 5000 STEP 10 
x = c2 * nu 10000 1 T 
M = cl * nu ' 3 1 (EXP(x) - 1) 
'PRINT nu, M 
PSET (nu, M), 12 

NEXT nu 
NEXT T 

20 

'the expression for x 
'Planck's equation 
'option for printing 
'plotting the values 
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that denotes the center wavelength used. The subscripts U, pg, B, V, and R 
denote, respectively, the ultraviolet, photographic, blue, yellow or visual, and 
red bands, and have center wavelengths given by15 

mu = U = 3650 A 
mpg = 4400 A 
mB = B = 4350 A 
mv = V = 5500 A 
mR = 7000 A 

The effective wavelengths, effective bandwidths, and flux for a zero magnitude 
star within the respective band pass is given 15

·
18 in Table 3. 7. 

A body that has a visual magnitude of mv = + 1 and mv = 0 gives an 
exoatmospheric illuminance normal to the rays of 1.05 x 10- 10 lm em- 2 and 
2.65 x 10- 10 lm em - 2 respectively. 

The absolute magnitude M is defined as the apparent magnitude a star 
would have at a distance of 10 parsecs (pc = 202,625 AU = 3.09 x 1018 em). 
With R as the interstellar distance in kiloparsecs (kpc) and A(R) the inter­
stellar extinction in magnitudes to the star, the absolute and apparent mag­
nitudes are related by 

.~.\1 = m - 10 - 5 logwR - A(R l 

Table 3. 7 Definition of Zero Magnitude Spectral Flux 
Density as a Function of Wavelength (from Ref. 15) 

Band 
I 

Ac (llf11) ~ (!lf11) Flux (rnA. =0) W cm·2~m-1 

u I 0.365 0.068 4.27 X 10·12 

8 I 0.44 0.098 6.61 x 1 o-12 

v I 0.55 0.089 3.72 x 1 o-12 

R I 0.70 0.72 1.74 X 10·12 

I i 0.88 0.24 8.32 x 1 o-13 I 
I 

J I 1.25 0.38 3.31 x 1 o- 13 

H I 1.65 0.30 , .28 x 1 o- 13 

K 2.2~ I 0.48 414 x ~o-1 4 

L 3.6 0.~0 6.38x10·15 

M 5.0 I 1.73 1.s2 x 1 o-1s 

N 10.6 ! 4.33 s.7 x 10·17 

0 21 I 5.8 6.Sx1o· 1B 
I 

22 
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Fig. 1.18 ~itrogen-broadening coefficient a~ a runction of waw number :rom 700 to 1200 
em-: at 296 K. 

Ba5eci on the data presented and Birnbaum's line-shape formula. a simple 
formula for the nitrogen-broadened ·,\-ater-\·apor-continuum absorption coef­
ficient from 700 to 1100 em -l and for typical atmospheric temperatures is 
given by73 

- :' ( T,) .)·) [ 
~com 7.-1 ~<. 10;) exp( -0.00839v 1t T P-;.;.~ - 11.96 exp t0.00374v 

11.1:25' 

where p is in atm. v is in wave numbers. and T.J = 296 K. 
An excellent review of experimental measurements in the 10-f..Lm region by 

Grant55 makes the following additional points: 

1. Oxygen does not broaden as effectively as nitrogen and must be in­
cluded in a realistic model of the earth's atmosphere . .-\ broadening 
coefficient ofF = 0.15 = 0.1 :or oxygen relative to nitrogen was 
:measured by ~ ordstrom et al. 7 -± 1._-sing Eq. 1.11S 1. this means air has 
an et'fective broadening of 0.95 . 

. , Cnderstanding the local-line str..:c:ure :s critical in determining the 
:rue continuum. Line positions aTe ~nown reasonably \vell: however. 
line strength and half-width are :10t known with enough accurac~;. 

Lon~-nath neld measurements bv Denr ~t ~1l. -:-,s ~ll'e in excellent agreement 
with :he-laboratory measurements .of Burch ~1nci .-\lt60 and Peterson ;t al. 67 in 

this \nndow reg1on concernmg the water-\·apor continuum. The mea::::ureci 

Z5 



ATMOSPHERIC TRANSMISSION 89 

Table 1.22 Oscillator Parameters for Atmospheric Refractivity 

.\lode :\umber t'. •em .1£ ' 

,_ -t. 7-1-1 < w-4pln' T 
:2 11-1.000.1) 1.053 < 10-;p-if'. T 

:3 62.-100.0 :2.338 < 10-'Pdn, T 

-1 111.57.5.0 1.303 < 1o··'PHco/ T 

5 37-10.0 1.-18 ;<, 10->pHcO' T 

6 1595.0 1.158 < 10-4pHcl) T 

1~.s.o 7.-l88PHpT 2 

'P irv and P:-Jco are in units of kPa: Tis in units of keh·in. 

water vapor. Temperature and pressure dependence of the band strength are 
determined by the gas number density. The exception is the rotational band. 
for which. because of the low-band-center frequency. the population difference 
factor in Eq. 1 1.82) contributes another factor of 1 T to the band strength. This 
Sellmeier model reproduces available experimental data at visible and micro­
wave frequencies 143·144 and allows reasonable predictions ( ::: 0.5 ;.V units 1 at 
infrared frequencies for a humid atmosphere. slore accurate approaches are 
possible but will be more complicated. ::::g A small discrepancy also exists be­
tween .VciJ-:,-l v = Ol and ~Vrf, which can be explained by the neglected contri­
butions of the 60 GHz 02 band and other minor contributions from CO:z, );20. 
and CfL infrared absorption bands. 

1.3.5.2 Earth-Atmosphere Geometry 

Given that the index of refraction depends on density and the density of the 
atmosphere depends on altitude lsee Sec. 1.2.-11. then light propagating in the 
atmosphere will be bent (typically toward lower altitudes or regions of higher 
density 1. To account for this geometrically. a suitable coordinate system must 
be used such as that illustrated in Fig. l.-!-!. 1

-±
5 An observer at altitude s in 

units of feet l can see beyond the geometrical horizon. A formula for calculating 
the optical horizon oh lin units of nautical miles' in a standard atmosphere :s 
given by 

oh = 1.1-!s:.~ 

The accuracy or· Eq. 11.178 l depends on cie\·iations JI atmosphenc density r'rom 
standards that are almost always present. This point is discussed further :r: 
the next two sections. The angle berween OH" and OH is the refraction ~Jr­
rection angle and is listed in Table 1.23 for ;.1ltitudes near sea le\·el. I~ :~ 
interesting to note that the angular extent of :he sun is :3~ arc min and :.he 
maximum retraction correction is 3-±.5 .1rc min: :hus. eYen though the set::ir::: 
sun is below the geometrical horizon it can still Je ubsen·ed. );ore also rrom 
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Fig. 1.60 Example Henyey-Greenstein phase function. 

P 1cos8l 
1 - 0':2 e 

For this phase-function approximation. the expansion coefficients as in Eq. 
tl.272 l are given by wn = ( 2n - 11g'l. For an asymmetry parameter of -1 
t - 11. the phase function is completely in the forward 1 backward: direction. 
For g = 0. the scatter is isotropic. Example Henyey-Greenstein phase functions 
are shown in Fig. 1.60. 

1.4.4.3 Temporal Effects-Pulse Stretching 

So far. we have considered only steady-state conditions. ignoring :he iact that 
in the process of scattering from particulate media. the "time of :light" of the 
individual photons is increased. This effect is of importance. for example. when 
the source of radiation. e.g .. a laser. is being temporally modulated. _-\n analysis 
of this effect is usually accomplished through the use of ~!ante Carlo tech­
niques. e.g .. see Bucher.:ss There are. however. analytic formulas :or this effect. 
One. due to Stotts. 1s9 is the tollowing: 

: J ll.30 [ ·) . - l l 
~t = - 1--._,- I 1 - :2.:25a-;-tl;-.m" · ' - 1 - 1

1 
. 

L' l Q7H-;-.111 ,.. J I 

where : is the propagation distance in :nedium. c' is the propag:nion \·elocity 
in medium. Hrm~ is the rm~ scatter angle. J is the single-5C:ltter ..l~becio. and 7 

= ~,.:ca:. 
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- Table 3.6 Schwesinger Equation Constants 

Support 
I 

ao I al az 

One point at 0 deg 0.06654 0.7894 0.4825 

Two points at 45 deg 0.05466 0.2786 0.1100 

Two points at 60 deg 0.09342 0.7992 0.6875 

180 deg sling 0.00074 0.1067 0.0308 

Astigmatism is induced in the mirror optical surface if the two support points 
are not placed in the same plane as the mirror's center of gravity. For minimum 
radial self-weight deflection, one of the best supports is a simple sling or band 
wrapped around the lower 180 deg of the mirror.41 

3.6.2 Lightweight Mirrors 

Conventional solid-glass right circular cylinder mirrors are relatively heavy, 
with a weight given by42

: 

W = 246D2
·
92 

, (3.71) 

where W is the mirror weight in kilograms and D is the mirror diameter in 
meters. For many applications. such as satellite systems, a mirror with a 
weight given by Eq. (3.71) is unacceptably heavy. Pointing and tracking sys­
tems are often relatively limited in drive torque, requiring the use of low 
moment of inertia and, hence, lightweight mirrors. The thermal inertia of solid 
mirrors may be excessive, requiring a lightweight mirror design. Lightweight 
mirrors are usually much more expensive to fabricate than conventional solid 
mirrors and are difficult to mount. 

Conventional lightweight mirrors have about 30 to 40£K of the weight of 
the same diameter solid six-to-one aspect ratio mirror. The weight of these 
mirrors is estimated by42: 

W = 120D2
·
82 

, (3.72) 

where W is the mirror weight in kilograms and D is the mirror diameter in 
meters. 

State-of-the-art lightweight mirrors have about 20% of the weight of the 
same diameter solid six-to-one aspect ratio mirror. The weight of these mirrors 
is estimated by42

: 

W = 53D2
·
67 

, (3.73) 

where W is the mirror weight in kilograms and D is the mirror diameter in 
meters. Figure 3.14 compares mirror weight as a function of diameter for 
lightweight and solid mirrors. 

A useful parameter in evaluating performance of a lightweight mirror is 
the ratio of the self-weight deflection of the lightweight mirror to the self­
weight deflection of a solid mirror of the same diameter. If this ratio exceeds 
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Fig. 3.14 Mirror weight as a function of diameter for traditional, lightweight, and ultra­
lightweight mirrors (from Ref. 42 ). 

unity, the lightweight mirror has less stiffness than the conventional solid 
mirror. A lightweight mirror that is not as stiff as a solid mirror of the same 
weight has very limited utility. More common, but less useful performance 
parameters for lightweight mirrors are the area density, and also weight in 
terms of percentage of an equivalent diameter six-to-one aspect ratio solid.43 

Contoured Back Mirrors. Contouring the back of a lightweight mirror reduces 
the weight and improves the stiffness-to-weight ratio of the mirror. Three types 
of mirror back contour are used: the single arch, the double arch, and the 
symmetric shape. A contoured back mirror of optimum design can have a 
deflection ratio of 0.50 or less when compared to a solid mirror of the same 
weight.44 

The simplest type of contoured back mirror is produced by tapering the back 
of the mirror from a thick hub to a thin edge. A straight taper is easiest to 
produce. Self-weight deflection for a single-tapered mirror is obtained by a 
parabolic taper on the back of the mirror. \liith the vertex of the parabola 
coincident with the back of the mirror. If a parabolic taper is used, this type 
of contoured back mirror is called a single-arch mirror. Deflection efficiency 
of the single arch is poor. with a deflection ratio of about 2 when compared 
with a solid mirror of the same weight. \Veight of a single-arch mirror can be 
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(3.78l 

D (3.79l 

where hF is the face plate thickness (the backplate is assumed to have the 
same thickness) and h8 is the equivalent thickness of the mirror. 

The weight of a sandwich mirror is given by: 

7i 2 
W = 4pd (2hF + 'flhc) . (3.80) 

There is an optimum relationship between faceplate thickness, rib thickness~ 
and cell size for minimum self-weight deflection. Figures 3.16 and 3.17 relate 
these parameters for an open-back mirror and a sandwich mirror, respectively. 
Some caution is indicated in employing these figures, due to a fabrication issue 
involving mirror surface deformation corresponding to the structure of the 
ribs. During fabrication, the mirror faceplate will deflect between ribs due to 

polishing pressure. This deflection, called quilting (because the periodic pattern 
of deflection resembles the square of a quilt), is permanently polished into the 
mirror surface figure. Quilting causes a reduction in energy in the central 
maximum of the diffraction disk. Reduction of quilting is possible by increasing 
the faceplate thickness, decreasing the spacing between ribs, or by using lighter 
polishing pressures. Figure 3.18 gives the representative quilting for different 
types of cells. 

7 

a= 0.01 

1 = Faceplate Thickness 

0+---~--~--~--~--~--~-~~er_ai_IThick_·~ne_ss~---, 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Fig. 3.16 Open back mirror flexural rigidity 1 from Ref. -!3l. 
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applications, this tolerance is too extreme and can be relaxed. A more realistic 

tolerance for flatness and tilts of the contact surface is a tolerance equivalent 

to the surface defonnation in the contact area. 
An alternative to very small tolerances in the contact areas is to allow one 

contact in each pair of contacts to rotate with respect to the other. The simplest 

arrangement for providing this rotation is a spherical surface in contact with 

a cone. This sphere and cone geometry is easily modified to that of a sphere 

sliding in a cylinder. Three such sphere cylinder contacts around the edge of 

a mirror provide a semikinematic mount that is also athermalized. A change 

in physical size of the mount with temperature due to a difference in thermal 

coefficient of expansion between mount and optic is removed by radial trans­

lation of the spheres in their respective cylindrical mounts. This type of mirror 

mount has been patented by Mesco62 and is shown in Fig. 3.20. 

Flexural Mirror Mounts. Flexural mirror mounts are similar in principle to 
semikinematic mounts.63 Kinematic principles are used to determine the stiff­

ness of each flexure used to mount the mirror. The classic flexural mirror 

mount uses three flexures attached to the edge of the mirror. Each flexure is 

stiff in the axial and tangential directions and is compliant in the radial 

direction. This combination of stiffness and compliance accurately locates the 

mirror, yet allows the mount to expand or contract radially with respect to 

the mirror. The mirror is isolated from stresses due to temperature changes 

and thermal coefficient of expansion difference between mirror and mount.64 

The stiffness of a flexure-mounted mirror is given by63 : 

where 

KR = radial stiffness of the mirror mount 
KFR = radial stiffness of one mirror mount flexure 
KFr = tangential stiffness of one mirror mount flexure 
K A = axial stiffness of the mirror mount 
KFA = axial stiffness of one mirror mount flexure. 

(3.100) 

(3.101) 

Error in locating the flexures can induce bending forces into the mirror. This 

lack of assembly accuracy complicates the design of the mirror mount flexures. 

The effect of assembly inaccuracy is reduced by introducing additional direc­

tions of stiffness and compliance into each mirror mount flexure. In the classic 

three-flexure design, assembly inaccuracy effects are reduced by placing a set 

of flexures between the mounting flexures and the mirror. This additional set 

of flexures provides compliance in rotation about two orthogonal a_.'{es. Both 

rotation axes are parallel to the plane of the mirror surface. Further reduction 

in mirror surface deflection is possible by attaching the flexures to the mirror 

in the plane of the center of gravity.65 An example of a flexure-mounted mirror 

is shown in Fig. 3.21. 
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Fig. 3.24 Metering rods maintain focus in an athermalized Cassegrain telescope (courtesy 
of &.'lR Design Group. Inc., Tucson. Arizona!. 

disadvantage of the graphite epoxy composite materials is dimensional insta­
bility caused by the absorption of water. A change in humidity can cause a 
graphite epoxy structure to change in size enough to affect the performance 
of the optical system.73 Humidity absorption in graphite epoxy structures is 
reduced by cladding the structure with a flexible hermetically sealed mem­
brane. Damage to the membrane in service and residual water inside the 
membrane are two problems of this approach. 

3.8 EXAMPLE PROBLEMS 

3.8. 1 Window Design 

A 500-mm-diam circular ZnSe window is used on an aircraft flying at an 
altitude of 12 km. Instrument bay pressure and temperature are 27 KPa and 
300 K, respectively. Ambient conditions are a pressure of 19 KPa and a tem­
perature of 217 K. A window failure probability of 10- 4 with a safety factor 
of 4 is acceptable. Calculate the safe window thickness and the deflections due 
to pressure and temperature differentials. 

Solution. Failure strength is given using Weibull statistics. Solving Eq. (3.19) 
for stress, and using the lowest values for ZnSe in Table 3.7: 
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Fig. 1.43 Cutoff frequency for an aberration-free circular aperture (axehead IRLS designs!. 

2. These Fourier component sinusoidal waves are assumed to be contin­
uous (with no beginning or end). In nature this does not occur. For­
tunately, for IRLS analysis we can ignore this requirement. 

3. IRLS system elements must be linear in their response to the ampli­
tude variation of their sinusoidal inputs. In an example IRLS we have 
previously noted several nonlinear response functions, such as 

a. video amplifier saturation (deliberately introduced to compress the 
video signal dynamic range). 

b. CRT response is nonlinear in the saturation and threshold regions 
of the S-shaped transfer curve. The central portion, however, can 
be treated as a linear response. IRLS MTF analysis is applicable to 
this linear region only. 

c. Film response in film recorders follows a curve called the H&D 
curve, or density versus log exposure curve, which has a similar 
threshold region with a linear midrange; hence, the same remarks 
as b above apply. 

d. Additional dynamic range compression may be done via digital sig­
nal processing if such digital image processing is used in the IRLS. 

Care must be used in determining the MTF of such processing. Usually one 
tries to minimize any processing effects on the IFOV frequency (MTF = 1 ). 

The concept of cutoff frequency fc is useful. The cutoff frequency is that 
frequency where MTF = 0. It can be an optical or an electrical cutoff frequency. 
Figure 1.43 shows an optical cutoff frequency for an aberration-free circular 
aperture. The abscissa is normalized spatial frequency f!fc, where fc is that 
frequency where MTF first goes to zero. In optics we can have more than one 
cutoff. 

1.5. 1 Across-Track MTF Analysis of IRLS Systems 

In IRLS analysis of l'YITF both the ACT ~across-track or x) axis and the ALT 
lalong-track or y) axis must be considered. The IRLS is treated as a cascade 
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because of the higher impedance of PV cells. PC cells are noisier but their 
lower impedance makes it easier to couple the signal to a practical preamplifier. 
Typical PC HgCdTe detectors have cell impedances as low as 50 n, while a 
PV cell impedance can be hundreds or even thousands of ohms. If the charge 
from the PV effect can be temporarily stored in a capacitive-type cell that is 
periodically coupled to a readout preamplifier, the storage device can act as a 
miniature impedance transformer. Readout arrays of several types, such as a 
CCD or aCID or various forms of MOSFET array switches have now been 
applied to PV arrays. In the near-IR band, platinum silicide arrays with silicon 
readout arrays have provided impressive performance. A large PV array allows 
the scanner to be operated at a slower scan rate because the required ALT 
coverage <I>ALT can be achieved even at high VIH values by adding more de­
tectors to the array in the ALT direction. The complexity of extra bias and 
preamplifiers is minimized by the readout multiplexer (of whatever type). 
When smaller IRLS scanners are needed for RPV s and pods, these techniques 
may be used. The lower signal from the smaller aperture is compensated for 
by the slower scan Oonger dwell per IFOV) and by using more detectors per 
scan. This can be seen in the scan rate equation: 

VIH 
Nsc = n(IFOV) scans/s . (1. 78) 

Using n ALT detectors causes increased off-axis aberrations, especially coma. 
These aberrations can be partially corrected in the scanner optical design. 
Coma can be roughly estimated in the round-aperture axehead scanners where 
these large PV arrays might be used. Coma angular diameter de is approximately 

,.~ 0.1875u d 
u.c = ra 

(f7#)2 ' 
(1.79) 

where u is the field angle between the chief ray to the point of interest in the 
focal plane and the optical axis and fl# is the focal length divided by the 
aperture diameter. Another trade-off results from the defocus effect. The mo­
tivation for the extra detectors in the ALT dimension is to keep up with high 
V/H values in low-altitude operation. The defocus effect prevents any reali­
zation of detector-sized resolution when the detectors are sized for the longer 
slant ranges, as discussed in Sees. 1.2 and 1.3. Their inherent resolution can 
only be achieved at large scan angles. Falloff of ALT optical resolution as the 
off-axis angle increases then becomes less of a problem and practical solutions 
exist. As the scan angle increases from nadir, the outer detectors can be 
dropped and the center detectors used, as shO\vn in Fig. 1.33. 

1.7.2 Detector Dewars 

The IR detector/dewar assembly is a costly and important component of any 
IRLS. Most IRLS dewars are end-looking designs that accept a cold finger from 
a split-Sterling cryogenic refrigerator. Integral refrigerators are more rugged 
and several successful designs have been made. ~Iicrophonics or IRLS shape 
restrictions may prohibit their use because they must fit directly on the dewar. 
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Table 2.1 (continued) 

Symbol Nomenclature Units 

lJ Detector quantum efficiency -
llcov Detector-array coverage efficiency -
l]cs Cold-shield efficiency -
lls Total FUR system efficiency -
l]O Effective total detector efficiency -
A Wavelength variable m 

AI Detector cuton wavelength m 

A2 Detector cutoff wavelength m 

(] Stefan-Boltzmann constant W m- 2 K4 

O'o IR optics design blur mrad 

TF System frame time -
'io Spectral average optics transmission -
T0 (A) IR optics transmission -

2.2 PRINCIPLES OF OPERATION 

2.2. 1 Fundamentals of Thermal Imaging 

All material objects above absolute zero radiate electromagnetic radiation. 
The maximum value of this radiation per unit wavelength is given by the 
Planck blackbody radiation law, 

where 

c = speed of light in vacuum = 2.997 x 108 m s - 1 

h = Planck's constant = 6.626 x 10- 34 J s 
k =Boltzmann's constant= 1.381 x 10- 23 J K- 1 

T = absolute temperature in kelvins 
A. = radiation wavelength in meters. 

(2.1) 

The radiation of a real object is obtained by multiplying the blackbody radiation 
term by the spectral emissivity of the object E(A.): 

(2.2) 

Equation (2.2) can be considered a definition of emissivity. Since the energy 
per photon is known to be (he.' A.). Planck's law in terms of photon flux can be 
written as 
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input function. This two-dimensional impulse response (which may be thought 
of as a ((blurring'' effect) completely describes the system's ability to re-create 
fine detail in the output and quantifies such qualitative descriptions as ((res­
olution." It is common to call the area over which there is significant signal 
correlation as the resolution area, and this is a useful quantitative measure. 
Each functional element of a system has its own impulse response, and, from 
linear system theory, the resultant total system response is found by mathe­
matically convolving these together. But, since the Fourier transform of a 
convolution is the product of the Fourier transforms of the individual functions, 
it is easier to work in transform space (spatial frequency in cycles per milli­
radian) than in real space (milliradians). For this reason the commonly used 
measure of FLIR system image fidelity is defined to be the (normalized) mag­
nitude of the Fourier transform of the system impulse response function. This 
ignores phase, which can be important. The rationale here is that, unlike real­
time-based systems where there is an inherent relationship between amplitude 
and phase due to causality, imaging systems are space based. In simple terms, 
there is no reason to require that an impulse response be zero, in, say, the 
negative x direction. Phase shifts can be introduced~ by asymmetry in the 
optics or display and in the electronic signal processing. For simplicity we 
assume any such effects to be negligible and ignore phase in all that follows. 

The easiest way to obtain the ~ITF of any subsystem (or the entire system) 
is to determine the output resulting from an input ((point source." This is an 
input of spatial, or time, dimension very much smaller than any anticipated 
output dimension, and of amplitude adjusted to size so as to result in unit area. 
In the limit of zero size and infinite amplitude this reduces to a Dirac delta 
function. Then, the Fourier transform of this output function is calculated and 
its magnitude normalized to unity at zero frequency. This normalized mag­
nitude is the MTF of that element. If the magnitude happens to be rero at zero 
frequency, as would be the case, for example, for an ac-coupled circuit, or 
indeterminate, as it may be for a de-restored circuit, then it is customary to 
normalize the element MTF so that the maximum value of the total system 
MTF is unity. In the following we restrict derivations to one dimension for 
simplicity. 

2.3. 1. 1 Image Formation MTF. An optical system with a finite-size entrance 
pupil will image an object-space point source as a specific image-plane power 
distribution uniquely determined by the size and shape of this entrance pupil. 
This distribution is called a diffraction pattern. The resulting MTF for mono­
chromatic radiation can be determined by suitably normalizing the convolution 
of the aperture with itself, and will be different in each dimension if the pupil 
is not symmetric. The result for a circular aperture is 

(2.20) 

where f is the spatial frequency variable and 

~2.21) 
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Fig. 2.8 LWIR lens MTF. Design blur a = IFOV 3. The total lens system MTF is the 
product of diffraction and geometrical design blur. 

As stated previously, IR optical systems are usually diffraction limited, 
whereas visible systems are usually design blur limited. However, design blur 
(imperfect geometrical focus) can be a significant factor for FLIR as well. The 
causes of this are well documented in numerous optics design sources. The 
result is that the design blur impulse response is approximately a Gaussian 
shape in two dimensions. The MTF is therefore also Gaussian and is given by 

MTF design = exp[ - Ti{fa 0)
2

] , (2.25) 

where a~ is the effective Gaussian width squared, defined as 2TI times the 
mean square deviation in mrad2 and f is the spatial-frequency variable in 
cycles mrad -l. In summary, the optical system ~ITF is approximately. assum­
ing perfect symmetry, 

MTF optics = MTF ditr~ITF design 

and can be approximated by 

MTF optic. "' ( 1 - £) exp[- r.({rr0 )
2

] • 

(2.26) 

12.27) 

with fn given by Eq. (2.24). The quantity rro can be regarded as a degradation 
factor associated with the quality of the optical system materials. design. 
fabrication, and mounting. The total lens system MTF is shown in Fig. 2.8. 

2.3. 1.2 Infrared Detedion MTF. It might appear that the resolution effect 
associated with the primary detection process depends on the type of system. 
the array format. the signal processing. and the type of display. \Vhile it is 
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2.3.1.3 Signal Processing and Display Effects. The MTF associated with 
the signal-processing function is difficult to generalize and usually must be 
evaluated on a case-by-case basis. Fortunately, it is possible to reduce the 
degradation here to an insignificant level. The primary factor is the temporal 
frequency response of the analog circuits, preamps, multiplexers, sample-and­
hold circuits prior to analog-to-digital conversion, etc., and this can show up 
as vertical and/or horizontal MTF loss. A common pitfall is to get lost in the 
flip-flopping back and forth between vertical and horizontal, and in the time­
base relationship to spatial frequency. Frequencies can vary from kHz to many 
MHz within the same processor, and the spatial correspondence must be care­
fully determined. 

The same considerations apply to the display. If it is a single-beam CRT, 
as commonly used in any TV standard, the effect is almost entirely attributed 
to the video channel frequency response and to the electron-beam shape and 
size. The latter usually dominates and is almost always a Gaussian. In this 
case, it is equivalent to an optics design blur with its own rr. 

2.3. 1.4 Composite System MTF. The total system MTF is the product of 
the subsystem functions, so 

where 

f = spatial frequency coordinate in cycles/mrad 
fn = diffraction cutoff frequency in cycles/mrad 
d8 = detector IFOV in mrad 
MTF P = MTF of the signal processor 
MTFn = MTF of the display. 

(2.30) 

This assumes a circular optical aperture, or that an equivalent one can be 
defined (almost always the case), and is valid only for f ~ fc. Outside this 
range, the MTF is zero. A typical FLIR system total MTF for L WIR operation 
is shown in Fig. 2.10. Figure 2.11 indicates the change in MTF for MWIR 
operations. 

The sine function in Eq. (2.30) has a first zero when its argument is ... This 
corresponds to a frequency of 

1 f=- . 
.le (2.31) 

Since this is almost always less than {D, it is regarded as the useful frequency 
limit to FLIR performance. A commonly used reference spatial frequency fo is 
defined to be one-half this value, or 

1 
fo = 2~e . ~2.32) 

For a well-designed sensor and a good display, diffraction and detector wiTF 
dominate. At fo. diffraction is typically 0.7. detector MTF is 0.64. design blur 
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and A.1, A.2 describe the integration spectral band. 
Detector noise is traditionally specified in terms of its noise equivalent 

power, NEP, such that the total (wavelength-independent) noise V n is 

Vn = R(A.)NEP(A.) . 

Also, a normalized noise measureD* is defined to be 

(Av~fi12 

D*(A.) = NEP(A.) ' 

(2.35) 

(2.36) 

where ~f is the electrical bandwidth over which the rms noise V n is measured. 
Then, using Eqs. (2.33), (2.35), and (2.36), we have, for the signal-to-noise 
ratio, 

(2.37) 

Relation (2.37) can be considered sort of a master equation from which all 
subsequent NET analysis evolves. This analysis can be done in a number of 
ways, all of which ultimately lead to the same result. We proceed in a special 
way as follows. 

We can interpret SIN as the result of multiplying a source term Is by a 
response factor IR. That is, 

(2.38) 

where 

(2.39) 

(2.40) 

(2.41) 

Now. the source term Is has the units of temperature. so it is natural to define 
FLIR input signal in terms of an equivalent temperature differential. The 
response factor IR must have the units of inverse temperature, so the reciprocal 
of IR must be some sort of equivalent temperature noise. \Ve thus define the 
spot noise NETs as the reciprocal of IR. 
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Then, defining 

To 

J:
X.z 

M~Cl\)D*('A) d'A 
Al 

D't:m = (~) {x.z M~('A)D*('A) d'A , 
4aTo Jx.l 

we have 

(2.42) 

(2.43) 

(2.44) 

This is a central result and expresses single-element temperature noise in a 
generalized standard form. The term defined by Eq. (2.42) is the effective optics 
transmission, and the term defined by Eq. (2.43) is called the blackbody D*. 

The standard definition of NET is that blackbody temperature difference 
required to produce an SIN of one, over a reference bandwidth, with unity 
atmospheric transmission. For a blackbody, unity 1.4, and small .1T0 , we have 

Is = .1To , (2.45) 

where .1To is the true, thermodynamic temperature difference between the 
target and its background. Therefore, the standard NET is just the NETs 
defined by Eq. (2.44) evaluated at a reference bandwidth .l{R. This reference 
bandwidth is usually defined as 

f>{R = (i)(2!J ' (2.46) 

where tn is the detector dwell time, defined as the time required for it to scan 
a distance equal to its size in the scan direction. For a scanning system this 
would be 

tn (2.4 7) 

where .16 is the IFOV and V D is the element scan speed in milliradians per 
second. Therefore, by definition. the standard ='IET for a single detector is 

NET = NETs-1{R , 

with l'I""ETs given by Eq. {2.44). 
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this out and produce a displayed image correctly corresponding to the focal­
plane image. The normalized transfer function for the image will be the entire 
system MTF, and the noise power spectrum can be written as 

(2.57) 

where a(fx,{y) is the normalized transfer function of all elements following the 
point of noise insertion. This function is essentially determined by the product 

of the processor and display MTF. In any event, the integral of a2 over all 

spatial frequencies is inversely proportional to the area over which the noise 
is reasonably correlated, and this area will always be less than the resolu­

tion area. 
Now, consider the signal-to-noise ratio that would result from averaging 

over the entire display. For a rectangular display of dimension <hx x <by, the 

transfer function for this averaging process would be 

TF( fx ,{y) = sine( 1T{x<hx) sine( r.fvd>y) , (2.58) 

so the noise must be 

(2.59) 

but TF is so sharply peaked about the origin compared to a( fx,fv) for any usable 
system design that Eq. (2.59) reduces to 

(2.60) 

for anything that could be considered an imaging system. The display average 
SIN is then 

(2.61) 

But, from the viewpoint of photon counting, this must be inversely proportional 
to the total number of background photons counted ... VBT by all detectors over 
the entire frame time TF. Then, since 

N
1 (aNs) (aNs)- (aNsT)-llNsT = i~l aT j.Ti = N aT . j.T = ----;)T j.T , (2.62) 

where j.NST is the total signal count. it must be that 

t2.63) 

Thus, 
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(2.98) 

Now, since the aspect ratio for an MRT target is 7:1, one bar subtends an angle 
of 

s 
A<? = 7R ' 

and the target frequency is 

Then, defining R o by 

s 
Ro = 7A8 ' 

we have 

1 = AS = !i_ 
fo A<f> Ro 

(2.99) 

(2.100) 

(2.101) 

(2.102) 

Therefore, since the temperature required to resolve the target is the MRT at 
the target frequency, it must be that 

(2.103) 

Relation (2.103) is the fundamental expression for determining recognition 
range for a given system. This can be done by simultaneously plotting both 
sides of Eq. (2.103) as a function of R and noting that the intersection is the 
value of R that makes them equal; this is graphically represented in Fig. 2.16. 
We note that the factor translating target frequency to range is Ro. That is, 
in plotting the system MRT curve, stated in terms of fifo, we scale the ordinate 
to rangeR by 

R = Ro(fu) (2.104) 

and thus anticipate that Ro will be a dominant factor in determining recog­
nition range. 

The graphical procedure described above is only useful in determining the 
range performance of a specific system. What is needed for trade-off analyses 
is a closed expression relating range to system parameters. To this end \Ve 
note that if a2( {) is a monotonically decreasing function of f. we can approx­
imate MRT by 

48 



154 IRIEO HANDBOOK 

Table 2.4 Derived System Parameters 

Parameter Relation Value 

..le u·fl 0.175 mrad 

fo L2..lfl 2.86 cycles mrad- 1 

(FQV)y 240-lfl 42.0 mrad 

(FQV)x 320..le 56.0 mrad 

AR Do..lfl 0.70 

llcov N ..1e2 '(FQVlx(FQV)y 1.56 X 10- 3 

Tis 
1,., 1,2 1,2 1;2 

ToEs ~ llcovllcs TID 4.76 X 10- 3 

NETo [Relation 12.68)] 4.58 x 10-4oc 

Go (TJsDol- 2:;.[ETci 5.79 x 10- 5 ocz mrad2 

NET* G~'2 ..le O.l4°C 

(2.123) 

MTFdet(f) = sine[ (i)(f)] · (2.124) 

The product of Eqs. (2.122), (2.123), and (2.124) is shown in Fig. 2.10 labeled 
as ttiR receiver." We next assume that the product of the signal processor and 
display can be represented by a Gaussian such that the MTF at fo is equal to 
0.90. That is, 

2 

MTFwsplaylelec(Jo) = exp[ -o.w(fo) ] · (2.125) 

Equation (2.125) is plotted in Fig. 2.10, labeled Hdisplay/elec." The total system 
1\ITF, also shown in Fig. 2.10, is then just the product of Eqs. (2.122) through 
(2.125). 

If we ignore the Q factor of Eq. (2.97), we have, for MRT, 

(f) [ NET* ] [ (f/{o) ] 
MRT = 0·7 fa MTFs(/7{o) = 0'098 MTFs(f/{o) (2.126) 

Equation (2.126) is plotted in Fig. 2.14. 
~ow. for a 2.0-m MRT target. 3°C above ambient, and an atmospheric ex­

tinction coefficient of 0.4 km -l. we calculate the following: 

a= -In MTFsll) = -ln0.339 = 1.08 (2.127) 

.J.T 3 
-y = 0.7 NET* = 0.098 = 30·6 (2.128) 
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4.2.1.1 Radiative Signature Components. A general methodology to esti­
mate target signature radiative components is as follows: 

1. Divide the object, including the plume, into elements of surface area 
Ai small enough such that the temperature and emissivity of each can 
be assumed constant. 

2. By reference to the appropriate phenomenology (plume, aerodynamic 
heating, etc.) deduce the temperature Ti of each surface element Ai 
and its respective spectral angular emissivity Ei(~, e, <!> ). 

3. Calculate the spectral radiant exitance from each surface element Ai 
using the Planck expression for graybody emission: 

(4.2) 

where 

Cl = 3.741844 X 104 W cm- 2 f..Lm4 

c2 = 1.438769 x 104 f..Lm K 
Ei(~, 8, <f>) = directional spectral emissivity 
A. = wavelength in microns 
Ti = temperature of surface element. 

4. Determine the projected area of each surface element A~ in the direc­
tion of the observation. For a diffuse Lambertian emitter E(~, e, d>) = 
E(~), where E(~) is the hemispherical spectral emissivity. 

5. Calculate the radiant intensity from each element in the direction of 
the receiver: 

(4.3) 

6. Sum over all target elements: 

4.2. 1.2 Refleded Signature Components. These components are treated in 
Sees. 4.2.1.8 and 4.2.1.9. 

4.2. 1.3 Jet Engine Signature Approximations. Jet engines can be divided 
into three classes: turbojets, turbofans, and ramjets. The total infrared emission 
from jet engines consists of plume, tailpipe, exhaust nozzle, and cowling com­
ponents, shown in Fig. 4.8. Estimation of this radiation relies on simple gray­
body approximations. Typical jet engines meet the conditions required for 
treatment of the exhaust nozzle component as a graybody cavity, thus reducing 
all jet engine radiation components to treatment by the steps outlined in Sec. 
4.2.1.1. The emissivity E for the nozzle and tailpipe components can be taken 
to be 0.9 and to be spectrally independent. The exhaust nozzle component 
temperature T~ is related to a commonly reported engine parameter known 
as exhaust gas temperature 1EGT) read by thermocouple just aft of the turbine. 
EGT is a function of airspeed and altitude. and varies from 300 to 900°C for 
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4.2.2.11 Measured Terrain PSD Data. The data on the following pages* 
(Figs. 4.60 to 4.97) is presented as a representation of measured background 
power spectra density functions, including arctic, farm and field, clouds, moun­
tain, ocean and coastline, and urban areas. These data were gathered with the 
calibrated IDCAMP II sensor mounted on NASA U-2 aircraft at a constant 
altitude of 60,000 ft. PSD data are presented in representative spectral bands 
in the SWIR 3- to 5-f.Lm band and the LWIR 8- to 12-f.Lm band and are given 
in terms of u f.1 flicks" = 10- 6 W em- 2 sr- 1 f.Lm- 1. A correction for the response 
of the instrument must be made to render these data useful as indicators of 
the spatial-frequency content of these scenes. The approximate normalized 
MTFs of the instrument are 

MTFCSWIR) = exp( -1.21 { 2) (4.51) 

and 

MTF(L WIR) = exp( - 1.38 { 2
) , (4.52) 

where f is in cycles per milliradian. For fin cycles per kilometer, the constant 
in the above expression becomes -4.02 x 10- 4 and -4.63 x 10-4, respec­
tively. The instrument's response is relatively constant out to about 20 cycles 
per kilometer. 

';:Note: On the following pages. the PSD plots in Figs. -!.60 to -!.97 are in error. To correct: 
\1 J divide horizontal scale by -!. 1 2 l ignore all data below 1 cycle!km. and \3 l dhide vertical scale 
by 100. 
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Atmosphere is calculated from LOWTRAN 7. 
Input conditions are shown in Table 4.5. A v­
erage band radiance = 1.098 " 10- 4 W em- 2 

sr- 1 J.Lm - 1. 
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Fig. 4.126 Uplooking scattered path radi­
ance from ground to space in the 8- to 12-J.Lm 
band. Observer zenith look angle of85 deg and 
a solar zenith angle of 0 deg. 1976 Standard 
Atmosphere is calculated from LO\VTR.A...'i 7. 
Input conditions are shown in Table 4.5. Av­
erage band radiance= 6.210 x 10- 5 W em - 2 

sr- 1 J.Lm - 1. 
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Fig. 4.128 lTplooking scattered path radi­
ance from ground to space in the 8- to 12-J.Lm 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 45 deg. 1976 Standard 
Atmosphere is calculated from LO\VTR.-\..~ 7. 
Input conditions are shown in Table 4.5. _-\ v­
erage band radiance= 7.102 x. 10- 5 W em -z 
sr- 1 J.Lm -r. 
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Fig. 4.129 Uplook.ing scattered path radi­
ance from ground to space in the 3- to 5-J..Lm 
band. Observer zenith look angle of 85 deg and 
a solar zenith angle of 85 deg. 1976 Standard 
Atmosphere is calculated from LOWTRA.~ 7. 
Input conditions are shown in Table 4.5. A v­
erage band radiance = 1.079 x 10- 4 W em - 2 

sr- 1 J.Lm - 1. 
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Fig. 4.131 Uplook.ing scattered path radi­
ance from ground to space in the 3- to 5-J..Lm 
band. Observer zenith look angle of 30 deg and 
a solar zenith angle of 0 deg. 1976 Standard 
Atmosphere is calculated from LOWTR..-\~ 7. 
Input conditions are shown in Table 4.5. A v­
erage band radiance = 5.583 "- 10- 5 W em- 2 

sr- 1 J.Lm - 1 . 
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Fig. 4.130 Uplooking scattered path radi­
ance from ground to space in the 8- to 12-J..Lm 
band. Observer zenith look angle of85 deg and 
a solar zenith angle of 85 deg. 1976 Standard 
Atmosphere is calculated from LO\VTRAN 7. 
Input conditions are shown in Table 4.5. A v­
erage band radiance = 5.583 x 10- 5 W em- 2 

sr- 1 J.Lm - 1. 
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Fig. 4.132 Uplooking scattered path radi­
ance from ground to space in the S- to 12-J..Lm 
band. Observer zenith look angle of30 deg and 
a solar zenith angle of 0 deg. 1976 Standard 
.-\tmosphere is calculated from LOWTRA~ 7. 
Input conditions are shown in Table 4.5. Av­
erage band radiance = 7.362 '< 10- 4 W em- 2 

sr - 1 J.Lm -l. 
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Fig. 4.141 Total downlooking path spectral 
radiance from space in the 3- to 5-~.J.m band. 
Solar zenith angle ofO deg. The dotted line is 
the contribution from the earth's albedo. 
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radiance from space in the 3- to 5-~.J.m band. 
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the contribution from the earth's albedo. 
=== 0.4. Input conditions are shown in Table 
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Fig. 4.144 Total downlooking path spectral 
radiance from space in the 8- to l~-1-1m band. 
Solar zenith angle of 30 deg. The dotted line 
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Fig. 4.145 Total downlooking path spectral 
radiance from space in the 3- to 5-J.Lm band. 
Solar zenith angle of 60 deg. The dotted line 
is the contribution from the earth's albedo. 
= 0_4_ Input conditions are shown in Table 
4.6. Average band radiance = 9.148 x 10- 5 

W cm- 2 sr- 1 f.LID-1. 
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Fig. 4.147 Total downlooking path spectral 
transmittance from space in the 3- to 5-J.Lm 
band. 19-;"6 Standard Atmosphere is calcu­
lated from LOW'TRAN i. Input conditions are 
shown in Table 4.6. Average band transmit­
tance = 0.4479. 
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is the contribution from the earth's albedo. 
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The 176.8-dB value computed in Table 3.1(B) for Rmax in decibels must be 
reduced an additional 6.3 dB to account for the atmospheric loss. Thus, 

Rmax = (176.8 - 6.3)/4 = 42.63 dB or 18,323 m . 

The second iteration assumes a range of 18.3 km, and 

Lat = 0.12 X 2 X 18.3 = 4.4 dB , 

Rmax = (176.8 - 4.4)/4 = 43.1 dB or 20,417 m . 

If the loss at 20.4 km, 4.9 dB, is used to compute Rmax in a third iteration, 
Rmax equals 19.8 km. No further iterations are necessary because the loss at 
19.8 km, 4.8 dB, is very close to the loss assumed. Reference 13 discusses 
graphic solutions for determining Rmax for situations for which the iterative 
procedure does not converge. 

3.2.4 Signal-to-Clutter Computations 

Many situations require the detection of targets in a background of distributed 
clutter. Detection predictions in clutter are less accurate than predictions in 
noise, because clutter reflectivity is more difficult to model than thermal noise. 
Distributed clutter may be in a volume or on a surface. The signal-to-clutter 
ratio (SCR) is the ratio of the target radar cross section (RCS) a to the clutter 
RCS ac in a resolution cell: 

SCR = ~. (3.241 
(Jc 

Section 3.3.1 discusses RCS. 

3.2.4.1 Volume Clutter. Volume clutter results from the presence of rain, 
snow, hail, fog, or chaff in a volume. The total clutter RCS of the volume is 
the product of the reflectivity per unit volume Tl and the volume V: 

CJc = 1l V . (3.25) 

The units of Tl are square meters per cubic meter. The volume Vis 

(3.26) 

as shown in Fig. 3.9, where R is the range and Pr is the range resolution. The 
azimuth and elevation beamwidths. 8a and 8e, to use in Eq. 13.26) are approx­
imately 75ll of the - 3-dB one-way beamwidths. 13 Section 3.3.3 discusses the 
volume backscatter coefficient Tl· 

3.2.4.2 Surface Clutter. The parameter ao 1sometimes \\Titten a 0) is the 
average reflectivity of distributed clutter on a surface. The clutter RCS a,. for 
a surface is the product of ao and the illuminated area A: 
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Fig. 3.13 Detectability factor for coherent detection and a nonfiuctuating target. 

Probability of detection computations made with this empirical formula are 
within 0.2 dB of those made with more accurate formulas for nonfluctuating 
targets; consequently, Barton's empirical approach is adequate for most en­
gineering purposes. When there is integration after envelope detection, the 
required SNR per pulse decreases, but there is an increase in the detector loss, 
and the full benefit of the increased total energy ratio is not obtained. The 
additional loss occurring during detection is called the integration loss Litn), 

which represents the decrease in efficiency of noncoherent integration com­
pared with coherent integration: 

(3.44) 

Figure 3.14 plots Li(n) versus the number of pulses integrated with DoU) as 
a parameter. Figures 3.12 and 3.14 provide sufficient information to permit 
the radar designer to calculate the required single-pulse detectability factor 
when n pulses are integrated noncoherently. Barton's equations also provide 
the probability of detection when the SNR is known. The coherent detectability 
factor can be expressed as a function of SNR using Eqs. \3.42) and (3.43). 

(3.-!5) 

The probability of detection can then be found from Fig. 3.13. For instance. if 
the single-pulse SNR = 3.16 l5 dB), and 20 pulses are integrated. 
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1.18 
a=-­

B3 ' 

where B3 is the half-power width of the spectrum. 

(3.57) 

When measurements are made with a noncoherent pulse train of n pulses, 
and there is a mismatch loss 

(3.58) 

where a* is slightly less than a because of the reduced measurement precision, 
and (SNRh is the single-pulse SNR achieved. For measurements on a coherent 
pulse train, the effective signal duration for use in Eq. (3.55) is 

a = 1.81to , (3.59) 

where to is the length of the pulse train. 

3.2.6.3 Angular Measurement Accuracy. It can be shown that the mini­
mum rms angular error 88 in the presence of noise is 

K*eB oe = ---­
(2E/No)12 ' 

(3.60) 

where K* is a constant that depends on the aperture distribution and 88 is 
the - 3-dB antenna beamwidth. Table 3.4 lists values of K* for a number of 
aperture distributions. The rms angular error for a tracking radar is23 

where 

kt = a constant 
ks = angular error detection slope 
SNR = SNR per pulse 
fr = pulse repetition frequency 

Table 3.4 Angular Measurement Constants 

Aperture Distribution 
XI < D 2 K* 

Cniform .4.\x 1 = 1 0.628 

Parabolic .4tx 1 = 1 - 4x.:: 0.936 
D-:. 

Cosine .4\x' = cos\-:ox.DI 0.734 

Triangular A1x1 = 1 - :2:x D 0.793 
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Fig. 3.42 Average <To for wet snow. 
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Fig. 3.43 Average cro for dry snow. 

model.68 There is considerable variability in rro with snow measurements, and 
the values in Figs. 3.42 and 3.43 are somewhat higher than similar data in 
Ref. 70. 

Example. Find the average radar cross section of tree clutter for a 95-GHz 
radar with resolution cell area A of 10m2 at a grazing angle of 20 deg. From 
Fig. 3.41, the mean value of rro for tree clutter at 95 GHz at w = 20 deg is 
-11 dB or 0.079. From Eq. (3.105), 

rr = rroA = 0.079 x 10 = 0.79 m2 

In terms of decibels relative to 1 m2
, 

rr = 10 log~0.79) = -1 d.Bsm . 

Spatial Clutter Variations. The classical approach to the analysis of distrib­
uted targets assumes that the backscattered field at the radar antenna lin 
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Table 3.11 Clutter·to-Noise Ratio Computations at 35 GHz 

f3a = 3.43 X 10-3 rad, V = 250 rnls 

Parameter Value dB+ dB-

PI Peak power 10,000 w 40.0 

G(t!lf Antenna gain squared 2 X 41.4 dB 82.8 
x_2 Wavelength squared 10.00857f 41.3 

ere Clutter cell RCS -0.20 dBsm 0.2 

14o.)3 33.0 

R4 Range to fourth power ! lO,OOOf m4 160.0 

kT0 Boltzmann's const. x 290 -204 dB (Jl 204.0 
deg 

F Noise figure 7dB 7.0 

B Bandwidth 30 ~1Hz 74.8 

L_\{ Microwave losses 4dB 4.0 

Lat Atm. losses 0.1 dB/km x 20 km -- ~ 

Totals 326.8 322.2 

C).;'"R1 = single-pulse CNR = 326.8 - 322.2 = 4.6 dB 

Number of Pulses Integrated 

13aRPRF 3.43 X 10- 3 X 104 X 5000 
= 686 n=---= v 250 

Integration Gain 

G tnl = 1 + 
n(CNR1) { 

I 2(CNR1 + 2.3) 
[ 1 _ 9.2<GiR, • 2.3Jr

2
} 

nl C).;'"Rtl2 

. ~ 686 X 2.9 { + [ 1 + 9.212.9 ~ 2.3Jr·,} 
G/n) 2(2.9 + 2.3) _ 1 686 X 2.g2 = 25.8 dB 

Integrated Clutter-to-Noise Ratio C~m 

cCNRlint = CCNRl1 + Gi(n) = 4.6 ...;_ 25.8 = 30.4 dB 

2.5A 2.5L 
~d = R~a = R. (3.150) 

Equation (3.150) assumes that the range resolution is much finer than the 
azimuth resolution and that the clutter patch becomes decorrelated when more 
than 20% of the scatterers undergo a phase shift of 1r radians. With the 3-m 
aperture, the decorrelation angle is 0.75 mrad at a 10-km range; consequently, 
there are about 4.6 and 1. 7 independent clutter samples at 35 and 95 GHz 
when the radar flies past the clutter patch at a 10-km range. 

The noncoherent integration gain is approximated by the gain for a non­
fluctuating target because the fluctuation in the clutter cross section is expected 
to be small, and because it would be difficult to model and account for the 
fluctuation. Urkowitz1

!!
3 has developed an expression for the integration gain • 
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Table _3.12 Clutter-to-Noise Ratio Computations at 95 GHz 

13a = 1.264 X 10·3 rad, V = 250 m/s 

Parameter Value dB+ 

pt Peak power 10,000 w 40.0 

G(.V)2 Antenna gain squared 2 X 45.7 dB 91.4 
x_2 Wavelength squared (0.00316f 

(J'c Clutter cell RCS 2.3 dBsm 2.3 

(41T)3 

R4 Range to fourth power <10,000)4 m4 

kT0 Boltzmann's const. X 290 -204 dB IJJ 204;0 
deg 

F Noise figure 8dB 

B Bandwidth 30 MHz 

L_w Microwave losses 7 dB 

Lat Atm. losses 0.5 dB/km x 20 km --
Totals 337.7 

CNR1 = single-pulse CNR = 337.7 - 342.8 = -5.1 dB 

Number of Pulses Integrated 

__ 13aRPRF __ 1.264 X 10- 3 X 104 X 5000 
n = 253 

v 250 

Integration Gain 

G = 253 X 0.31 {1 + [ ~ 9.210.31 + 2.31]
12

} = 15 6 dB 
.(n) 210.31 + 2.3) 

1 
253 x 0.312 • 

Integrated Clutter-to-Noise Ratio CNRnt 

(CNR\nt = ICNR)1 + Gi(n) = -5.1 + 15.6 = 10.5 dB 

40~------~--~------------------~--~ 
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Fig. 3.81 Clutter-to-noise ratio versus ground range with clear air \grass and crop clutter 
model from Fig. 3.401. 
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Fig. 3.84 Ground clutter-to-rain clutter ratio with 1 mrnJb of rain !grass and crop clutter 
model from Fig. 3.40). 

and Fig. 3.84 shows plots of the ratio of the ground clutter cross section ac to 
the rain backscatter cross section aB. Because aB is proportional to R 2, and 
a c is proportional toR, the ratio decreases significantly with range. The 95-GHz 
system cannot make useful ground maps with 1 mm/h of rain because the C~ 
is too low (see Fig. 3.83); consequently, the low ratio of ground clutter to rain 
clutter is of no importance at that frequency. With higher rain rates, however, 
the rain backscatter reduces map contrast at the longer ranges at 35 GHz. 

3.5.2.5 Trade-Off Summary. The CNR of the 35-GHz system was better 
than that of the 95-GHz system with both clear air and 1 mmlh of rain; the 
CNR of the 95-GHz system was too low for ground mapping in the 1 IIllDJ h 
rain. The improved azimuth resolution of the 95-GHz system resulted in a 
higher SCR only at ground ranges less than 4700 m with the grass and crop 
clutter models. The SCRs were marginal for tank detection at both frequencies. 
Higher rain rates significantly reduce map contrast at 35 GHz. 

3.5.3 Seekers and Munition Guidance 

3.5.3. 1 Background. One millimeter-wave radar application that has great 
potential is the radar seeker for smart weapons. Smart weapons include sensor­
fused munitions that detect the target and fire a warhead and terminally 
guided munitions, where the radar sensor searches an area, detects a target, 
and guides the missile until it hits the target. or is close enough to fire a 
warhead. There are no civilian applications for missile seekers, and complete 
descriptions of current systems are not available in the open literature. ~Iissile 
applications include air to air, air to surface, surface to air. and surface to 
surface; there are beam-rider, semiactive. and autonomous guidance sys­
tems.124 With a beam-rider system. the missile senses its position in a narrow 
beam aimed at the target and follows the beam until impact. \Vith semiactive 
guidance, a separate radar illuminates the target. and the missile homes on 
the reflected energy. An autonomous system can be active or passive: active 
systems radiate signals and home on the reflected energy. whereas passive 
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